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Preface

The Clouds and the Earth’s Radiant Energy System (CERES) Data Management System (DMS) supports the data processing needs of the CERES Science Team research to increase understanding of the Earth’s climate and radiant environment.  The CERES Data Management Team works with the CERES Science Team to develop the software necessary to support the science algorithms.  This software, being developed to operate at the Langley Atmospheric Sciences Data Center (ASDC), produces an extensive set of science data products.

The DMS consists of 12 subsystems; each subsystem contains one or more Product Generation Executables.  Each subsystem executes when all of its required input data sets are available and produces one or more archival science products.

This Test Plan is written by the responsible CERES subsystem team for the CERES Configuration Management Team and the Langley ASDC to support subsystem testing.  This document describes the software and supporting data files for this Subsystem and explains the procedures for installing, executing, and testing the software in the Science Software Integration and Testing environment.  A section is also included on validating the software results.

Acknowledgment is given to CERES Documentation Team for their support in preparing this document.

1.0 Introduction

The Clouds and the Earth’s Radiant Energy System (CERES) is a key component of the Earth Observing System (EOS).  The CERES instrument provides radiometric measurements of the Earth’s atmosphere from three broadband channels: a shortwave channel (0.3 - 5 m), a total channel (0.3 - 200 m), and an infrared window channel (8 - 12 m).  The CERES instruments are improved models of the Earth Radiation Budget Experiment (ERBE) scanner instruments, which operated from 1984 through 1990 on the National Aeronautics and Space Administration’s (NASA) Earth Radiation Budget Satellite (ERBS) and on the National Oceanic and Atmospheric Administration’s (NOAA) operational weather satellites NOAA-9 and NOAA-10.  The strategy of flying instruments on Sun-synchronous, polar orbiting satellites, such as NOAA-9 and NOAA-10, simultaneously with instruments on satellites that have precessing orbits in lower inclinations, such as ERBS, was successfully developed in ERBE to reduce time sampling errors.  CERES continues that strategy by flying instruments on the polar orbiting EOS platforms simultaneously with an instrument on the Tropical Rainfall Measuring Mission (TRMM) spacecraft, which has an orbital inclination of 35 degrees.  In addition, to reduce the uncertainty in data interpretation and to improve the consistency between the cloud parameters and the radiation fields, CERES includes cloud imager data and other atmospheric parameters.  The CERES instruments fly on the TRMM spacecraft, on the EOS-AM platforms and on the EOS-PM platforms.  The TRMM satellite carries one CERES instrument while the EOS satellites carry two CERES instruments, one operating in a fixed azimuth scanning mode and the other operating in a rotating azimuth scanning mode.

1.1 Document Overview

This document is organized as follows:

Section 1.0 - Introduction

Section 2.0 - Software and Data File Installation Procedures
Section 3.0 - Test and Evaluation Procedures for PGE NAME
Appendix A - Acronyms and Abbreviations

Appendix B - Directory Structure Diagram

Appendix C - File Description Tables
1.2 Subsystem Overview

2.0 Software and Data File Installation Procedures

2.1 Installation

2.2 Compilation for PGE NAME
3.0 Test and Evaluation Procedures for PGE NAME
3.1 Stand-alone Test Procedures

3.1.1 PCF Generator

3.1.2 Execution
3.2 Evaluation Procedures

3.2.1 Exit Codes

3.2.2 Log and Status File Results

3.2.3 Execution of Comparison Software
3.2.4 Evaluation of Comparison Software Output

3.3 Solutions to Possible Problems

Appendix A 
Acronyms and Abbreviations

Appendix B 
Directory Structure Diagrams

	



Figure B‑1.  Subsystem Delivery Directory Structure
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Figure B-1.  Subsystem Delivery Directory Structure


Appendix C 
File Description Tables

C.1 Production Scripts

Table C.1‑1.  Production Scripts @ directory path
	File Name
	Format
	Description

	
	
	


C.2 Executables

Table C.2‑1.  Executables @ directory path
	File Name
	Format
	Description

	
	
	


C.3 Status Message Files (SMF)

Table C.3‑1.  Status Message Files @ directory path
	File Name
	Format
	Description

	

	
	


C.4 Processing Control Files (PCF) and Metadata Control Files (MCF)

The Process Control Files are not included in the Software Delivery Package.  They will be created by the PCF generator scripts.

Table C.4‑1.  Metadata Control Files @ directory path
	File Name
	Format
	Description

	
	
	


Table C.4‑2.  Process Control File @ directory path
	File Name
	Format
	Description

	
	
	


C.5 Production Source Code and Makefile

	Table C.5‑1.  Fortran 90 Main Processor Code @ directory path

	File Name
	Format
	Description

	
	
	


C.6 Ancillary Input Data

Table C.6‑1.  Ancillary Input Data @ directory path
	File Name
	Format
	Description

	
	
	


C.7 Primary Input Data

	Table C.7‑1.  Primary Input Data Files @ directory path

	File Name
	Format
	Description

	
	
	


BREAKDOWN OF THE Subsystem DIRECTORY STRUCTURE
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BREAKDOWN OF THE DATA DIRECTORY
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BREAKDOWN OF THE CER12.1P1 DIRECTORY
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